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1.5 Data compression
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bet En be optimal acheivable instantaneous
code length Then

1 MI I LE HEI
2 If the source has finite entropy rate h limonite

him ten h

Lemma Kraft's inequality

I 2
he

I l
ZEXN

Follows from set of all leaves of binary
tree sum to one

candy any set of lengths Sew EN
satisfying Kraft have a code

start From smallest luce and take
First binary seq of that length

Goal Find codewords III that minimize L

subject to Kraft

First if l could be real valued

Ii O E PALES a 2 41

pas a 2d byz o

e log pry c c o from Kraft
D f log pan also then works

ME L Hat I
Shannon code close to optimal for long strings



Not ideal for shorter sequences

1 there Huffman coding is optimal
mayassign superlong
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1.6 Data Transmission
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channel capacity c
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Assume each bit is random surprisingly shannon's theorem
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This also gives another interp of Ixy
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Facts about channel coding
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